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Abstract

Many Authors have already studied estimation and testing using non-sample prior
information (NSPI). They showed improvement of the estimation and the testing using
NSPI. Here, we then study the power of the tests in testing hypothesis of the coefficient
regression parameters on multiple regression model (MRM) when non-sample prior
information (NSPI) is available on another subset of the regression parameters. Following
the previous research of Pratikno [5], we used three different tests, namely unrestricted
test (UT), restricted test (RT) and pre-test test (PTT). We then presented and graphically
analyzed the power of the tests using R code. The result showed that the power of the
PTT be a eligible choice among them.
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1. Introduction

Following the previous research such as Bancroft [32], Saleh [2], Yunus and Khan
[18] and Pratikno [5], that inferences population parameters can be improved using non-
sample prior information (NSPI). In term of the NSPI treatment, we represented again the
classified of the NSPI as: (1) unknown if the NSPI is not available, (2) known if the exact
value is available from the NSPI, and (3) uncertain if the suspected value is unsure
(Pratikno, [5]). Many authors such as Khan and Saleh [27]; Khan et al. [28]; Saleh [2]
and Yunus [17] also already studied the preliminary testing (pre-testing) on uncertain
NSPI is to improve the quality of estimator. Moreover, Saleh [2], presented three
estimators on the NSPI treatment, namely (i) the unrestricted estimator (UE), (2) (ii) the
restricted estimator (RE), and (iii) the preliminary test estimator (PTE) (see Judge and
Bock, [11]; Saleh, [2]). Khan [22], and Khan and Hoque [29] then provided the UE, RE
and PTE for different linear models. Furthermore, for the testing purpose, Yunus [17] and
Pratikno [5] described three statistical tests, namely the (i) unrestricted test (UT), (ii)
restricted test (RT) and (iii) pre-test test (PTT).

Moreover, many authors have contributed to the estimation of parameter(s) areas in the
presence of uncertain the NSPI Such as Bancroft ([32], [33]), Hand and Bancroft [6], and
Judge and Bock [11]. Then, Khan ([23], [24]), Khan and Saleh ([25], [26], [30], [31]),
Khan and Hoque [29], Saleh [2], and Yunus [17] also covered various work in the area of
improved estimation using NSPL Here, we noted some authors such as Tamura [16],
Saleh and Sen ([3], [4]), Yunus and Khan ([18], [19], [20], [21]), and Yunus [17] have
been started to study testing hypothesis using NSPI on nonparametric methods.
Furthermore, Pratikno [5] started to use the NSPI in testing hypothesis on parametric
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models (i.e. regression models). Following Pratikno [5], we noted that the power and size
of the tests are used to compare the performance of the UT, RT and PTT.

The paper presented the introduction in Section 1. Section 2 introduced theory of
multiple regression model. The power function of the tests are obtained in Section 3. An
illustrative example is given in Section 4. The conclusion is provided in Section 5.

2. Multiple Regression Model

For an n pair of observationsfhn & independent variables (Xi .. , Xi) and one
dependent variable (Y), (X, Yi),fori =1, 2, .., nand j= 1, 2, ... k. the multiple regression
model (MRM) is defined as

Kzﬂo'l'ﬁlXu""“""lBka""es (1

where Y; is dependent (response) variable and Xy, is explanatory (predictor) variables. The

equation (1) is then written in matrix form as
Y=Xp+e @
5

where B = (B0, fr,..., frs, Br..., i)' is agf + 1)-dimensional column vector of unknown
regression parameters, Y = (y,,..., u)' is nx/ vector of dependent variables, X is a nx(k +
1) matrix of the independent variables, and e is the error term as Nu(0, 6°I.,) with L., is the
identity matrix of order n and o° is the variance of the error variables.

To test a subset of regression parameters when there is NSPI on another subset of the
regression parameters, we then let fi = (Po, ..., Pr1) be a subset of r regression parameters
and B = (B, .... Pi) as another subset (k+/—r) regression parameters with p = 8’
=(B1.B3), where B} is a sub-vector of order » and B4 is a sub-vector of dimension s =
k + 1 —r. Furthermore, the matrix X<+ is partitioned as (X, X;) with X, = (1, x4, ...,
X,-1) and X, = (X, ... , Xk. To test that X; has no significant effect on the response, i.e.
H): (By.B3)=(0,B3) for r <k, we testa subset of the r regression parameters from

the complete model (k variates). The F statistics is then usedto test Hy: fr=...=fx =0
against H, :not all B's arezero for the reduced model (Wackerly et al., [7]), that is

SSE — SSE.
_| k=(r=D) ~
F= sse. = F

(k=(r=1))n—(k+1) 3)
(n—(k+1)

where SSE. is sum square error in reduced model and SSE, is sum square error in complete
model. The detail of the F test statistic for testing hypothesis is found on Ohtani and
Toyoda [13], and Gurland and McCullough [12].

Following Pratikno (2012), we then test )y when NSPI is available on the value of B2

for testing f[u : H]{qq}p]{lﬁ.]} = h]{qa‘.]] against 11a : H]{qgl}ﬂ]{lg]} = h]{q;s.]}. Following Saleh
(2006) the test statistic for testing Hy : Hif; = h, is given by

o1 ; X, T'H)H, j
F = (G = h) XX T HOH, =) @
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where the least square estinffltor (LSE) of B is
B =(X,X)'X)Y=C'XY,where C,= X X,

1 - -
and .S'(],z—(Y—X]ﬁ])'(Y—X“B]) is an unrestricted unbiased estimator of
n-r

o’ (”f — ¢7). Under H,, F follows a noncentral F distribution with (g, n — ») degrees

-

of freedom (df) and noncentrality parameter 7], and under Hy, F~ follows a central F

distribution with (g, n — r) df, with
A2 = (Hlﬁl — hl)l(H1C1_lH; )_1(H1ﬁ1 _h1)
1 2

a

(3

Here, we assumed that P(F <€x)=G

e (5AT) with G, (x;AT) s the cdf of a

-

qa-r

noncentral F distribution with (g, n — ») df'and noncentrality parameter ?] Detail of the

noncentral / distribution is found Pratikno [5].
3. The Power of the Tests

Following Pratikno [5], we represented the power of the UT, the power of the RT and
the power of the PTT for testing the above hypothesis on a subset of the regression
parameters as follows.

3.1. The power of the UT

Following Pratikno [5], the formula of the UT is already derived as below, we
then now used this formula to compute the power on generate simulation data

(=PI >F,,,  |M)=1-PL" <F,,  -Q)
©)
:l_P(LTI < Frz.‘q.ﬂ r kg1

where €, =—(4) 7] (2).7, = H,(X,X,) " H,.£, = () [7,] (%) and k, ="

(J‘s ut q.ﬂ'm

3.2. The power of the RT

Similarly, we follow Pratikno [5], the formula of the RT is presented in the
equation (7).

RT o RT o RT
T (A)_P(L >Fa |M;:)_P(L2 >Fa3,(,-,n—r_g))‘!)

1 H=F

=1-P(L}" < Foonr—2,)=1-PF( ¥ < E, onr—k,8)
(7)
where, Q, :q%(/l[)'[}’l]_l(/?-l),}’l =HXX)"'H.{ =) )" (4) and &k, = qC:_-z .

3.3. The power of the PTT
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In the similar way, following Pratikno [5], the formula of the PTT is then given in
the equation (9).

7" ()=PL" <F,,, LY >F,,,  IM)+P(L" 2F, , L">F, |M)

a2y, g.n—8? oy..n-r -5 ? @) .q.n-r
= P [LPT < Fal:z,r n—x] P [Lm- > Fafz:q:n—r]‘l.dlr (a:'b) (9)

=[l-P(L" >F,  NP[L">F, , 1+d,(ab)

@y -5 oy g.n-r

where, a=F,  ————()[7,] () =F, .. —k,¢,, and d, (ab)is bivariate F

=i

probability integral and di(a,b) is defined as

o boa
d,(@b)=[ [ F(F" F)aF"dF*" =1-[ [ f(F™ F)dF"dF™ (10,
ab 0o
boa
with b=F, . -Q, . The integral [[/(F",F")dF"dF" is the cdf of the

00
correlated bivariate noncentral F distribution of the UT and PT (Amos and Bulgren, [8]),

and it is computed using R-code.

4. A Simulation Study

Referring to Pratikno [5], a simulation was conducted using the generate random data
using R. The independent variables (x;, j=I, 2, 3) were generated from the uniform
distribution (n=100). The error vector (e) was generated from the normal distribution
(n=100). The MRM is then used by setting different B, and it is defined as ;1 = (P, B1). B2
= (B2, B3) with @ = 0.05. The graphs for the power are computed using the formulas in the
equations (6), (7) and (9).

()C=1,v:=5,v;=25,8,=1,8,=2 (ii)Cz=1,v:=5,v;=25,8, =2, 6, =2

0
]

- - i
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Power
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Figure 1: Power of the UT, RT and PTT against {| for some selected p, &,

degrees of freedom and noncentrality parameters.

Figure 1. showed that the power of the UT is lower than both RT and PTT. It starts
from a very small value (0.05 as minimum value) and slowly increases. The power of the
RT reaches quickly to 1 for large ¢ . It is clear (see Figure 1.) that the power of the PTT
depends on three parameters, namely (), & and p, and the PTT is always larger than that
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of the UT and tends to be the same as of the RT. We then conclude that the PTT is more
eligible test among them.

5. Conclusion

The result showed that the power of the RT and PTT are always greater than UT, but
the power of the PTT tend to be larger or the same than RT. We then conclude that the
PTT is more eligible test among them.
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