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Abstract 
 
The research studied decision theory in case of binary data. The Gaussian assumption is then used. Due to 
this assumption, we then used the maximum likelihood to decide the decisions. We also compute the 
probability of the decision using  the Neyman-Pearson method.  A simulation is given to get the eligible 
result, and  they showed the close result.  
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1. Introduction 
Inference population can be drawn from sample. There are several statistical techniques to investigate the eligible 
conclusion, namely power and size techniques, decision theory, forecasting, quality control, statistical modeling and 
soon. In term of the power and size, many authors studied about improving inference population, such as Pratikno 
(2012), Khan and Pratikno (2013),  Khan  (2003), Khan and Saleh (1995), Khan and Hoque (2003), Saleh (2006), 
Yunus (2010), and Yunus and Khan (2007). Moreover, in term of statistical analysis of the decision theory, a lot 
people used it in getting the right choice (best conclusion of the population) of the decision, for example in the 
binary decision. Following Melsa and Cohn (1978), binary decision has only two choices, namely right (success) or 
wrong (fail). Here, the power on the Binomial distribution is suitable to analysis success and fail event, but in term 
of the decision theory, the maximum likelihood (ML) and Neyman-Pearson (NP) are more suitable and common.  

In the context of the decision theory, some  authors have studied about  ML and NP, such as Yan and  Blum 
(2001) and Trees (2001). Moreover, Yan and  Blum (2001) already used Neyman-Perason method for detecting 
optimization of signal in binary censor, then Trees (2001) already studied many applications of  the NP in medical 
cases of the heart attack. Melsa and Cohn (1978) then declare that binary single observed follow Z distribution  
(Gaussian or normal distribution, Z)  with different mean and variance in signal-1 and signal-2.  Furthermore, we 
note that, in the binary decisions  consist of event 1m  correspond to d1 (decision 1) and 2m  correspond to d2 
(decision 2). 

Like the Binomial distribution, the decision theory also give the two choice of the decisions, accept (success) 
or reject (fail), but it does not forecast the choice. In term of the forecasting, Montgomery (2008) and Chase and 
Jacobs (2014) discussed how to predict the estimation of data in the future without choices, right or wrong. Note that 
that the power of the test, forecasting methods and decision theory are often used to make decision (and estimation 
or conclusion of the population) in or out of control with fixed ( 2  or 95%σ ) confidence interval (CI).  

In this paper, Section 1 presented the introduction. The method of the decision theory is given in Section 2. A 
simulation data is obtained in Section 3, and Section 4 described the conclusion of the research. 

 
2. Research Methodology 
Step 1: Binomial Case 
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We  studied about the binary data and Binomial case. 
 
Step 2: Central Limit Theorem 
We refer to the central limit theorem (CLT) that for large n the Binomial tend to be Gaussian (normal) distribution. 
 
Step 3: Several Method to Draw Inference Population 
We studied several method to draw inference population in case binary data, namely (1) the use of the power in 
discrete distribution (Binomial), and (2)  the maximum likelihood (ML) and Neyman-Pearson (NP) methods  in case 
binary data. 
 
Step 4: Inference conclusion 
We simulate the choice of the decision in getting the right inference conclusion of the population  using assumption 
of the equation of the  Gaussian Distribution. 
 
3. Discussion Results 
3.1 The Decision Methods 
To illustrate how to use the power in the inference population, we present the power of the Binomial distribution.  

Let, iX  Bernoulli case with parameter θ , 12n = , and 
12
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= ∑ . The Y will then follow Binomial with 

12n =  and p θ= , ( , )Y Bin n θ: . To test 0 : 0.7H θ =  versus 1 : 0.7H θ ≠  on rejection area 

1 12{( ,..., ) : Y 5},x x ≤  we then get the formula and graph of the power (see Figure 1), respectively,  
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Figure 1. The Power of the Binomial Distribution 

   
From Figure 1., we must choose the maximum power to get the right (eligible) conclusion. Here, we see that 
maximum power is occurred when θ  close to zero ( 0 0.25θ≤ ≤ ). Note that for large n the Binomial tend to be 
Gaussian (normal) distribution. So, it can be used to detect the right choice when the power is maximum. 

Furthermore, in the context of the decision theory, we use probability to decide the right or wrong choice (test). 
Following, Bain and Engelhardt (1992), the maximum likelihood estimation (MLE) is defined as maximize join 
probability density function (pdf)  random variables  1,..., ,nX X  

         1 1
ˆ( ,..., ; ) ( ,..., ; )maxn nf x x f x x
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θ θ
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=                                            (1) 
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where θ ∈Ω  is parameter and parameter space.  Using the equation (1), we use  1m  and  2m  (as binary decision) 

that follow Z , then it is written as 1( | )p z m  and 2( | )p z m ,  with the criterion of the decision is given as  

1 1 2
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 with mean (µ ) and variance ( 2σ ) . 

In other method, following  Melsa and  Cohn (1978), the Neyman-Pearson (NP) methods has several choices 
(four decision) on binary case, namely  (1) 1d , when 1m  is right, 1 1( | )P d m , (2) 1d , when 2m  is right, 

1 2( | )P d m , (3) 2d , when 1m  is right 2 1( | )P d m , and (4) 2d , when 2m  right, 2 2( | )P d m . Note that 

( | ) ( | ) ,  1, 2 and 1,2.j i i

jZ
P d m p z m dz i j= = =∫  Moreover, Trees [5] then presented that NP method is a 

simple method to handle decision choice using conditional probability as follow: (1) 1d  or 2d , we must then 

consider the 1 1 2 1( | ) ( | ) 1P d m P d m+ =  and 1 1 2 1( | ) ( | ) 1P d m P d m+ = . Here, we note that  2 1( | )P d m
 
is 

said  level of significance and  2 2( | )P d m  is defined as power of the test. 

 
3.2 A Simulation Study  
Here, Parwati (unpublished) showed a simulation study on the equation 23 2 6.54 0.z z+ − =  of the Z 
distribution.  We then get the solutions of the equation are 1 1.2z =  and  2 1.8z = − . Therefore, the decision area 

of the 1d  and  2d  are given as 1 { | 1.8 1.2}Z z z= − < <   and  2 { | 1.8 atau 1.2}.Z z z z= < − >  It mean that 

both id  i =1, 2 follow standard Gaussian. Furthermore, using the equation (2) and NP method, we consider 

likelihood ratio, 2
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>  to choose 2d . Refer to Melsa and Cohn (1978) that  2 1P( | )d m α=  with 

0.025α = (95% for two-sides), we then used the α ( 0.025)α =  to get the decision area, that are 

{ }1 : 1.3 0.68Z z z= − < <  and { }2 : 1.3 atau  0.68 .Z z z z= < − >  From the both Z1 and Z2 areas of the both 
models, we have the lower bound are -1,8 and -1.3, and the upper bound are 1.2 and 0.68. They are so close and not 
far away.  

 
4 Conclusion 
The research studied inference population using power and decision theory in Gaussian case binary data. The 
maximum power, the maximum likelihood and Neyman-Pearson methods are used as the methods.  The result 
showed that the ML and NP give the close (similar) result of the decision range areas. 
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